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Abstract

We present a novel approach for text sanitiza-
tion, which is the task of editing a document
to mask all (direct and indirect) personal iden-
tifiers and thereby conceal the identity of the
individuals(s) mentioned in the text. In con-
trast to previous work, the approach relies on
explicit measures of privacy risk, making it pos-
sible to explicitly control the trade-off between
privacy protection and data utility.

The approach proceeds in three steps. A neural,
privacy-enhanced entity recognizer is first em-
ployed to detect and classify potential personal
identifiers. We then determine which entities,
or combination of entities, are likely to pose
a re-identification risk through a range of pri-
vacy risk assessment measures. We present
three such measures of privacy risk, respec-
tively based on (1) span probabilities derived
from a BERT language model, (2) web search
queries and (3) a classifier trained on labelled
data. Finally, a linear optimization solver de-
cides which entities to mask to minimize the
semantic loss while simultaneously ensuring
that the estimated privacy risk remains under a
given threshold. We evaluate the approach both
in the absence and presence of manually anno-
tated data. Our results highlight the potential
of the approach, as well as issues specific types
of personal data can introduce to the process.

1 Introduction

Personal data, also known as Personally Identifi-
able Information (PII), often abound in text docu-
ments, from emails to patient records, court judg-
ments, interview transcripts or customer service
chats. Protecting the privacy of the individuals
mentioned in those documents is an important task,
particularly for sensitive texts which might disclose
confidential information such as health status, reli-
gious beliefs, ethnicity or sex life.

It is, however, possible to apply privacy-
enhancing techniques such as text sanitization to

conceal the identity of those individuals from the
texts, and thereby make it easier to share data to
third parties, in particular for the purpose of scien-
tific research or statistical analysis. The goal of text
sanitization is to transform a document through edit
operations such as hiding particular text spans or
replacing them by more general values. Although
complete anonymization compliant with data pri-
vacy frameworks such as the General Data Protec-
tion Regulation (GDPR, 2016) has been shown to
be very difficult to achieve in practice (Weitzen-
boeck et al., 2022), text sanitization can substan-
tially enhance the level of privacy protection while
simultaneously retaining most of the semantic con-
tent expressed in the documents.

Existing work on text sanitization has primarily
focused on masking predefined entity types through
sequence labelling (Dernoncourt et al., 2017; Liu
et al., 2017; Jensen et al., 2021). These previous
approaches, however, may not mask enough PII to
prevent re-identification, as they are restricted to a
fixed list of semantic categories to detect. These
are often named entities such as persons, organi-
zations, or locations. As a consequence, personal
information that do not belong to those predefined
categories (for instance, mentions of a person’s
appearance or occupation) will be ignored. Para-
doxically, they may also end up masking too much
information, as they systematically mask all oc-
currences of a given entity type (for instance, all
locations) regardless of the actual influence of a
particular entity on the risk of re-identifying the
individuals mentioned in the original document (Li-
son et al., 2021).

In this paper we present a novel approach to text
sanitization that seeks to address these limitations.
The approach relies on a privacy-enhanced entity
recognizer that goes beyond named entities and can
detect demographic attributes and other types of
personal information that frequently occur in text.
The integration of empirical measures of privacy
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Figure 1: General sketch of the approach. The text document is first given as input to the privacy-enhanced entity
recognizer which detects personal information present in the text, along with their semantic type. Then three privacy
risk measures are used to determine which entities may constitute a privacy risk. Finally, an optimization algorithm
makes the optimal masking decisions for each document, resulting in a sanitized text.

risk also makes it possible to strike an explicit bal-
ance between data utility and privacy protection.
The resulting risk measures are fed to an optimiza-
tion solver which determines the optimal set of
entities to mask in each document. Figure 1 pro-
vides a general outline of the procedure. The code
along with the models used is publicly available.1

The proposed approach can be applied without
any labelled data, provided there already exists a
generic Named Entity Recognizer (NER) and a
version of Wikidata for the language employed in
the documents. If text annotated with masking
decisions is available, the approach can take ad-
vantage of them to further enhance the model’s
performance. The modularity of the approach also
allows for the integration of additional methods to
measure the privacy risk associated with the entities
mentioned in the text.

This paper makes the following contributions:

• A neural entity recognizer specifically tailored
for privacy protection, based on the combina-
tion of a generic NER model with a gazetteer
derived from Wikidata.

• Several methods for empirically estimating
1https://github.com/NorskRegnesentral/

NeuralTextSanitizer

the re-identification risk associated with the
presence of a given entity or combination of
entities in a document. One method relies
on probabilities derived from BERT, while a
second relies on web search queries, and a
third one on a neural classifier trained from
labelled data (when available).

• A pipeline that combines the neural entity rec-
ognizer with privacy risk measures and an op-
timization algorithm to determine the optimal
set of entities to mask, given a privacy risk
threshold and estimates of semantic loss.

• Evaluation results based on the recently devel-
oped Text Anonymization Benchmark (Pilán
et al., 2022) that demonstrate the validity of
the approach both in the absence and presence
of in-domain labelled data.

The structure of the rest of the paper is the fol-
lowing. A background and review of related work
are provided in Section 2. Section 3 details our ap-
proach, followed by an evaluation and discussion
in Section 4. We conclude in Section 5.

Terminological note

The removal of PII from text documents to protect
the identity of the individuals mentioned in those

https://github.com/NorskRegnesentral/NeuralTextSanitizer
https://github.com/NorskRegnesentral/NeuralTextSanitizer
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texts has received multiple names in the literature,
such as de-identification, pseudonymization, sani-
tization and anonymization (Deleger et al., 2013;
Eder et al., 2019; Sánchez and Batet, 2016; Lison
et al., 2021). Following (Sánchez and Batet, 2016;
Brown et al., 2022), we settle in this paper on the
term “sanitization” to differentiate it from tech-
niques traditionally termed as “de-identification”
(Dernoncourt et al., 2017; Yogarajan et al., 2018),
which are restricted to specific semantic categories.
Moreover we wish to avoid the use of the term
“anonymization”, as it is notoriously difficult to pre-
cisely define what qualifies as anonymous data in
relation to legal frameworks such as GDPR (Hintze,
2017), particularly when it comes to unstructured
data (Weitzenboeck et al., 2022).

2 Background

Privacy is a fundamental human right, and various
legal frameworks for data protection2 have been
put in place in recent years to ensure that individu-
als remain in control of their personal data. Those
frameworks specify strict guidelines on how data
that may contain personal information should be
collected, stored and processed. Personal identi-
fiers can be divided in two broad categories (Elliot
et al., 2016; Domingo-Ferrer et al., 2016):

Direct identifiers: Information that can irre-
vocably and uniquely identify an individual
(e.g. name, social security number, email ad-
dress, bio-metric data, etc.)

Quasi identifiers: Information that cannot di-
rectly single out an individual, but may do
so indirectly when combined with other quasi
identifiers (e.g. date of birth, occupation, city
of residence, ethnicity etc.). For instance, the
combination of gender, date of birth and postal
code can single out between 63 and 87% of
the U.S. population (Golle, 2006).

Both direct and quasi identifiers need to be
masked (i.e. removed or generalized) to prevent
identity disclosure. This necessarily leads to a a
loss of information or data utility, and the objective
of text sanitization is therefore to determine the set
of masking operations that ensure the privacy risk
remains below a given threshold, yet preserve as
much data utility as possible.

2See e.g. the General Data Protection Regulation (GDPR)
in Europe, the California Consumer Privacy Act (CCPA) in the
US or China’s Personal Information Protection Law (PIPL).

NLP approaches to text sanitization have mostly
focused on medical data, using either rule-based
methods (Ruch et al., 2000; Douglass et al., 2005)
or sequence labelling models trained on manually
annotated data for pre-defined categories (Deleger
et al., 2013; Dernoncourt et al., 2017; Liu et al.,
2017; Johnson et al., 2020).

Text sanitization approaches have also been de-
veloped in the field of privacy-preserving data pub-
lishing (PPDP). Those approaches seek to enforce
a privacy model by searching for the optimal set
of masking decisions to ensure that the require-
ments of the model are met. The k-anonymity
privacy model (Samarati and Sweeney, 1998) has
been adapted for text data in k-safety (Chakar-
avarthy et al., 2008) and k-confusability (Cumby
and Ghani, 2011). Like k-anonymity, these ap-
proaches require every entity to be indistinguish-
able from k-1 other entities. t-plausibility (Anan-
dan et al., 2012) is a similar model which depends
on PII being already detected to perform general-
ization so as to ensure that at least t documents can
be derived through specialization of the general-
ized terms. Finally C-sanitized (Sánchez and Batet,
2016) is designed to mimic human annotators by
taking into account semantic inferences in the text,
in addition to disclosure risk. To this end, mutual
information scores are calculated manually from
co-occurrence counts in web data. Those PPDP
approaches, however, typically treat the text simply
as a flat collection of terms, missing thus the impor-
tance of context for the entities and the linguistic
inter-relationships between these terms.

Pilán et al. (2022) present the Text Anonymiza-
tion Benchmark (TAB), a corpus of court judge-
ments from the European Court of Human Rights
(ECHR), manually enriched with detailed annota-
tions on the PII expressed in each document. The
authors also propose a set of novel evaluation met-
rics for the task as well as baseline results using
a neural sequence labelling model. Papadopoulou
et al. (2022) describe a bootstrapping approach for
text sanitization based on k-anonymity. Their ap-
proach requires, however, an explicit specification
of the background knowledge associated with each
individual, which may be difficult to acquire.

The masking operations employed in text san-
itization are non-perturbative (i.e. limited to ei-
ther hiding text spans or replacing them by more
general values). This need to preserve the “truth
value” of the original document is important for
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Category Explanation Examples

CODE flight numbers, case ids, passport numbers 3086/23, LH3042
ORG companies, schools, hospitals Budapest Police Department, Ministry of Justice

DATETIME dates, time, duration of event 23 November 2006, 7, 12 and 5 months
LOC city names, addresses Austria, Martin County

QUANTITY money values, percentage of a value 6,932 Ukrainian hryvnyas, two
PERSON names, nicknames, translations Joe Smith, The Rock

DEM nationality, occupation, education artist, Italian, MSc in Astrophysics
MISC vehicles, tools, process aircraft, gun, liquidation

Table 1: Categories of semantic types along with some selected subcategories and examples taken from the silver
corpus.

many types of data releases: a clinical report in
which the description of symptoms and diagnosis
has been randomly altered would be of little inter-
est for e.g. medical researchers. This requirement
distinguishes text sanitization from other privacy-
enhancing methods based on differential privacy
(Feyisetan et al., 2019; Krishna et al., 2021), which
transform existing texts through the addition of arti-
ficial noise. Although those techniques are undeni-
ably useful to create texts (or text representations)
that can enforce specific privacy guarantees, they
address a different task than the one discussed in
this paper, as they effectively produce new, syn-
thetic texts instead of masked versions of existing
documents (Pilán et al., 2022).

3 Approach

In the following we introduce the three steps of our
neural text sanitization model.

3.1 Privacy-enhanced entity recognizer
Accurately detecting all potential PII in a text is
a crucial first step in a text sanitization approach,
since it ensures that subsequent steps will have
potentially sensitive text spans available while ar-
riving at the necessary masking decisions.

Generic NER systems are commonly used as
part of anonymization solutions such as Microsoft’s
Presidio3. Such systems, however, often fail to de-
tect demographic attributes (e.g. occupation, sexual
orientation, medical condition) or other miscella-
neous information (e.g. tools, vehicles, field of
work, or manner of death) that are potential quasi-
identifiers.

To address this limitation, we combine a generic
NER model with a gazetteer including terms typi-
cally employed as attributes of human individuals
in Wikidata. More specifically, we inspected 3646

3https://github.com/microsoft/presidio

Wikidata properties related to humans and manu-
ally identified those that could potentially belong
to either DEM (demographic attributes associated
to a person, such as their profession, ethnicity or
family status) or MISC (any other information that
may contribute to identifying a person, but is not
an “attribute” of that person). We end up with 44
DEM properties and 196 MISC properties, which
we used to create the gazetteer. Some examples of
four Wikidata properties filtered as DEM and MISC
respectively are:

• occupation (P106) -> writer, builder, profes-
sor etc.

• political ideology (P1141) -> progressivism,
democrat, antimilitarism etc.

• cause of death (P509) -> nitric acid poison-
ing, suicide, helicopter crash etc.

• convicted of (P1399) -> forgery, matricide,
home invasion etc.

The combination of the generic NER model with
this gazetteer allows us to recognize a total of 8
categories of PII, detailed in Table 1.

To further enhance the performance of the entity
recognition (and counteract the limited coverage
of the gazetteer), we then apply the NER model
and the gazetteer to create a silver corpus of PII.
Our training data consists of 2500 Wikipedia sum-
maries and 2500 ECHR cases as they are publicly
and freely available sources of data that are rich
in PII. This silver corpus is then employed to fine-
tune a neural language model – more specifically
RoBERTa (Liu et al., 2019) to label text spans ac-
cording to the 8 categories in Table 1.

We split the silver corpus into a training (90%),
development(10%), and test dataset(10%). The
average text length in the silver corpus is 14 sen-
tences, keeping in mind that ECHR cases are typi-
cally longer documents than Wikipedia biographies.
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Figure 2 shows the distribution of semantic types
of the silver corpus for the three dataset splits.
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Figure 2: Distribution of semantic types on the train,
development and test split of the silver corpus of PII

While manually inspecting some of the training
instances we also notice examples of label confu-
sion which can be attributed to Wikidata. Some
property values, which are entered by editors for
each Wikidata page, belonged to the wrong seman-
tic type (e.g. dates, organization names or nation-
alities in properties such as cause of death). We
thus expect to see some examples of these types of
errors by the model.

3.2 Privacy risk measures
Once text spans expressing potential PII are de-
tected in the document, the next step is to determine
the privacy risk associated with their presence in
the document. Indeed, not all of the entities de-
tected in the previous step will need to be masked.
To determine the entities, or combinations of enti-
ties, that constitute a re-identification risk and need
to be masked, we rely on several complementary
measures, detailed below.

3.2.1 Language model probabilities
One heuristic to automatically determine whether
an entity or a combination of entities need to be
masked is to use a language model to calculate
surprisal measures in the form of the probability of
the text span in its document context. Intuitively, a
more “surprising” entity corresponds to a PII with
a larger information content, and therefore a higher
re-identification risk. Conversely, a text span that
can be predicted from the rest of the document
will typically correspond to information that is less
specifically tied to the individual to protect.

We use a pre-trained RoBERTa model with a
language modeling head on top (linear layer) to
calculate the log probability of each text span de-
tected by the privacy-enhanced entity recognizer.
In case the span consists of more than one token,
we compute the final probability by adding the log
probabilities of each token. A span with a low log-
probability corresponds to an entity that is difficult
to predict and thus more informative/specific. A
threshold is then established to determine which
entities need to be masked on the basis of those
log-probabilities. In practice, this threshold can be
selected empirically.

3.2.2 Privacy risks with web queries
The re-identification risk can also be estimated us-
ing web queries. Intuitively, the idea is to query
a web search engine with a particular combina-
tion of entities, and check whether web results also
mention the person to protect, in which case the
entities pose an unacceptable re-identification risk
and need to be masked. For instance, if we wish to
conceal the mention of Annalena Baerbock from a
document, the combination of the two entities “Ger-
many“ and “minister” will correspond to a privacy
risk, as the search for those words on Google yields
among the top results web pages that do mention
the name of Annalena Baerbock.

To avoid the need to crawl web pages to search
for the mention of the person to protect, we start
by querying the search engine for the person name,
and store the results. This makes it possible to find
out whether a combination of entities is dangerous
by computing the intersection of the URLs related
to the person and the URLs related to the entities.
If this intersection is non-empty, at least one web
search result contains both the person name and
the combination of entities. Due to practical con-
straints with web search APIs, the algorithm only
extracts the top k results for each search query.
Our implementation currently relies on Google as
search engine and a value of k set to 50.4

Admittedly, sending queries to a search engine
is costly, since a document may comprise hundreds
of entities, and querying a web search engine with
their various combinations is a time-consuming
process. To address this issue, we also emulate
the results obtained by Algorithm 1 using a neural
model. More specifically, the model seeks to pre-
dict whether a combination of entities is likely to

4The search results were gathered in June 2022. Search
results might differ depending on when they were acquired.
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1 def find_risky_entity_combinations
2 (entities, person_name, max_arity):
3 # entities: text spans detected in document
4 # person_name: name of individual to protect
5 # max_arity: max size of combined entities to query
6

7 # (Initially empty) set of entity combinations
8 # that can re-identify the person
9 risky_entity_combs ← ∅

10

11 # We search the person on the web
12 urls_for_person ← search(person_name)
13

14 # We start by searching for single entities,
15 # then pairs of entities, up to max arity
16 for n = 1 → max_arity:
17

18 # We loop on all entity combinations of size n
19 for entity_comb in combine(entities, n):
20

21 # We search the entities (joined by "AND")
22 urls_for_entities ← search(entity_comb)
23

24 # We also augment the URLs about the person
25 urls_for_person ← urls_for_person
26 + search(person_name + entity_comb)
27

28 # If at least one URL is in both sets, those
29 # entities can lead to re-identification
30 if urls_for_entities ∩ urls_for_person ̸= ∅:
31 Add entity_comb to risky_entity_combs
32

33 return risky_entity_combs

Algorithm 1: Procedure for determining which entities,
or combination of entities, can uncover the identity of
the person to protect, based on web search queries.

lead to web search results that mention the person
name. The neural model employed for this predic-
tion task relies on contextualized embeddings from
BERT, together with an LSTM layer to compute
a single embedding vector for each entity. The
model is trained on the search results for 20 doc-
uments in the training set of the TAB corpus. See
the Appendix for details on the architecture.

3.2.3 Classifier trained on labelled data
Finally, one can also measure the privacy risk asso-
ciated with entities mentioned in a text through a
supervised model. More specifically, one can col-
lect text documents manually annotated by human
experts with masking decisions and train a neural
model to reproduce those masking decisions.

Our implementation relies on a fine-tuned
RoBERTa neural language model that takes as in-
put a text including the occurrences of each entity
in its document context and the semantic category
produced by Step 1. The language model is aug-
mented with a classification head (after pooling),

and is fined-tuned on the labelled data to predict
whether a given entity should be masked.

3.3 Optimization algorithm
The privacy risk measures described in the previ-
ous sections generates a list of entities, or combina-
tions of entities, that constitute an unacceptable re-
identification risk. When single entities are marked
as risky, the corresponding decision is trivial: the
entity must be masked. However, risky combina-
tions of entities are more difficult to handle, as we
need to decide on which subset of entities to mask
or possibly retain in clear text.

We formulate this task as a linear programming
problem5 where the objective is to minimize the
semantic loss subject to the constraint that, for each
combination of entities deemed risky, at least one
entity in the combination must be masked. The
semantic loss is then defined as the sum of the in-
formation content IC for all masked entities. This
semantic loss is a measure of quantifying the in-
formation lost when entities are masked, i.e. the
usability of the resulting text if certain PII is miss-
ing. Formally, the optimization problem is defined
as:

Minimize
∑
e∈Ed

masked(e) IC(e)

subject to the constraints:∑
e∈ent_tuple

masked(e) ≥ 1

∀ ent_tuple ∈ risky_entity_combinationsd

where:

• Ed is the set of entities detected by the privacy-
enhanced entity recognizer for document d

• masked(e) is a binary variable that takes a
value of 1 if the entity e is masked and 0 oth-
erwise

• IC(e) is the information content of entity e,
defined as the negative log-probability of e
according to BERT, as done in Section 3.2.1.
If the entity contains several words, the log-
probabilities of each word are summed.

• risky_entity_combinationsd is the list of all
entity combinations detected in document d
by the entity recognizer and categorized as
risky by at least one privacy risk measure.

5The CP-SAT Solver from Google OR-tools was used in
our implementation.
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4 Evaluation

We evaluate the proposed approach on the Text
Anonymization Benchmark (TAB) (Pilán et al.,
2022) which consists of 1268 ECHR court judge-
ments manually annotated for text anonymization
benchmarking. Court judgements are freely avail-
able documents that are not subject to data protec-
tion regulations. The annotations in TAB identify
all possible PII in the texts, associated with both a
semantic category (e.g., person name, code, demo-
graphic property, etc.) and a masking decision.

The majority of entity types in the TAB corpus
belong to the DATETIME (34.6%), ORG (26.3%),
and PERSON (15.7%) semantic types, while 63.4%
of all the annotations were masked as quasi identi-
fiers and 4.4% as direct identifiers (mainly CODE
and PERSON semantic types), with the rest of the
detected spans being left as is in the text (Pilán
et al., 2022). The test set, which we use for our
evaluation purposes, consists of 127 documents
which were annotated and quality checked by more
than one annotators.

We first analyse the performance of the privacy-
enhanced entity recognizer, and then evaluate the
performance of the complete pipeline.

4.1 Entity recognition
We evaluate the privacy-enhanced entity recogni-
tion model from Section 3.1 on the test set of TAB,
using the full set of manually detected PII prior
to masking. We compare the performance of our
system against two baselines: (i) the generic NER
model used in the first step of the silver corpus
creation, and (ii) the generic NER model in combi-
nation with the gazetteer populated with Wikidata
properties related to human individuals. The latter
comparison aims to evaluate whether the neural
model fine-tuned on the silver corpus generalizes
to unseen PII not included in the gazetteer. The
generic NER model corresponds to a RoBERTa
language model fine-tuned for named entity recog-
nition on the Ontonotes corpus (Weischedel et al.,
2011). Table 2 provides the evaluation results. See
Appendix for details on training parameters.

The results show that the privacy-enhanced en-
tity recognizer model is able to detect with reason-
able accuracy almost all semantic types apart from
the MISC category, for which it seems to have the
lowest performance. MISC is a broad semantic type
that cannot be concretely categorised, and is thus
difficult for a model to predict; for instance the

longer MISC example in the TAB test dataset is a
quote of 49 tokens. Since MISC entities are derived
from Wikidata properties, we also do not expect
them to completely match the MISC entities found
in the court judgments of the TAB corpus.

Below are some example of recognition errors,
where the left side corresponds to a manually an-
notated text span as seen in the TAB corpus, while
the right side corresponds to the spans detected by
the entity recognizer:

• British national [DEM] - British [DEM]

• discrimination case [MISC] - discrimination
[MISC]

• five attacks [QUANTITY] - five [QUANTITY] at-
tacks [MISC]

• life imprisonment [DATETIME] - life imprison-
ment [MISC]

• without a father for an important part of its
childhood years [MISC] - father [DEM] child-
hood years [MISC]

Those examples illustrate that a mismatch in the
entity label or text span boundary (compared to
the manually annotated texts) does not necessarily
mean that the model fails to detect a PII.

4.2 Full sanitization model
We now analyse the performance of the complete
pipeline (in various variants) on the task of decid-
ing which entity to mask in a given document. We
adopt the evaluation metrics put forward by (Pilán
et al., 2022) to assess the performance of text sani-
tization methods. In particular, we provide separate
recall measures for the direct and quasi identifiers,
as well as both an unweighted and weighted preci-
sion score, the latter taking into account the infor-
mativeness of each span (Pilán et al., 2022).

Baselines
We compare the approach presented in this paper
against three baselines:

• Mask all entities from generic NER: this
baseline simply considers that all named en-
tities (as detected by the neural NER model
fine-tuned on Ontonotes) constitute a privacy
risk and need to be masked.

• Mask all entities from privacy-enhanced
recognizer: same as above, but with entities
extracted with the privacy-enhanced recog-
nizer from Section 3.1.
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CODE ORG PERSON DATETIME LOC QUANTITY DEM MISC
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Gen. NER .98 .79 .88 .62 .91 .74 .97 .64 .77 .90 .99 .94 .34 .92 .50 .39 .75 .51 .77 .42 .54 .03 .26 .05
Gen. NER+Gaz. .97 .93 .95 .78 .95 .86 .98 .95 .96 .93 .94 .94 .72 .90 .80 .95 .72 .81 .28 .73 .40 .10 .36 .15
Enhanced ER .98 .97 .97 .76 .96 .87 .98 .98 .98 .92 .99 .95 .53 .89 .66 .42 .84 .56 .27 .76 .40 .10 .32 .15

Table 2: Token-level precision, recall and F1 score by entity type on the test set of the TAB corpus. The results
include the two baselines (generic NER model, either alone or augmented with the gazetteer with terms extracted
from Wikipedia properties) as well as the privacy-enhanced entity recognizer fine-tuned on the silver corpus. Labels
such as ORG and LOC are considered to be interchangeable, as many entities of those types can be assigned to both,
as is the case for e.g. country names.

• Mask most specific entities: this baseline
only considers as risky the entities of type
CODE, PERSON, DATETIME, LOC or QUANTITY
extracted with the privacy-enhanced recog-
nizer, which were most frequently masked
in the TAB corpus. Entities of other types are
not considered to constitute a privacy risk.

Privacy risk measures
As explained in 3.2.1, the BERT-based privacy risk
relies on a threshold to determine whether an en-
tity or combination of entities should be seen as
a privacy risk (based on log probabilities). The
threshold is selected empirically based on the de-
velopment set of the TAB corpus (see Appendix),
and set to a value t = -3.5. We also include in the
evaluation the privacy risk measure based on web
queries from Section 3.2.2 and the neural model
trained on labelled data from the training section
of the TAB corpus.

Table 3 provides the evaluation results, split into
two distinct scenarios, a zero-shot scenario in the
absence of manually labelled data, and a fine-tuned
scenario where the TAB training corpus was used to
both further fine-tune the privacy-enhanced entity
recognizer and also train a supervised model to
predict whether an entity should be masked.

For the zero-shot scenario, we can observe that
the two baselines (Generic NER, Privacy-enhanced
recognizer) tend to over-mask the text. The prob-
abilities derived by the LM model (BERT-based
risk) show a relatively high recall on both direct
and quasi identifiers, but a lower precision score,
while the opposite holds for the strategy based on
risk measures from the emulated web queries.

Unsurprisingly, the performance increases when
manually labelled data is available (fine-tuned
scenario). The two baselines for this category
(Privacy-enhanced + FT, Mask all and Mask most
specific) show both a high precision and recall

score, as the detected PII comes closer to the man-
ual annotations. For the LM probabilities we notice
a slight drop in precision, which is presumably due
to longer spans (especially for the MISC category)
which were masked by the risk measure but not
the annotators. The web model on the other hand
shows a higher recall score and a lower precision
score. Finally, the risk measure that is best able to
balance data utility and privacy risk is the classifier
trained on manual data (Supervised risk).

We can observe from Table 3 that the weighted
precision score is generally higher than the uniform
precision. This indicates that the false positives
were of a more general nature so their information
content was low. This gives us a better overview of
the utility of the masked text. An example text from
the test dataset with different masking decisions
can be found in the Appendix.

We conduct an error analysis on the two optimal
approaches for each scenario and we notice two
trends. On the one hand, the masking strategies
failed to mask some entities that the annotators
decided to mask (mainly dates, locations, laws, for-
eign words e.g. Florida, England, 1987, CPT/Inf
(2000)17, önlisans etc.)

We also notice a trend of partial masking, which
results in partial or correct masking decisions,
something that is not reflected in the evaluation
results as they do not match with any of the de-
cisions made by the annotators. Some examples,
where the left side corresponds to the human anno-
tation and the right the decision made by one of the
two masking strategies, are:

• United Kingdom nationals [MASK] - United
Kingdom [MASK]

• medical secretary [MASK] - secretary [MASK]

• SEK 147,000 (approximately 15,800 euros
[EUR]) [MASK] - SEK 147,000 [MASK] 15,800
euros [EUR] [MASK]
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Entity recognition Masking strategy P WP Rall Rdirect Rquasi F1

Zero-Shot

Generic NER Mask all .41 .58 .91 .95 .88 .57
Privacy-enhanced Mask all .44 .52 .96 .99 .94 .60

Privacy-enhanced BERT-based risk .57 .62 .91 .98 .83 .70
Privacy-enhanced Web query risk .82 .84 .50 .66 .40 .62
Privacy-enhanced BERT-based risk + Web query risk .57 .60 .91 .99 .84 .70

Fine-tuned

Privacy-enhanced + FT Mask all .52 .57 .98 .99 .97 .68
Privacy-enhanced + FT Mask most specific .76 .77 .84 .98 .87 .83

Privacy-enhanced + FT BERT-based risk .54 .58 .95 .99 .89 .69
Privacy-enhanced + FT Web query risk .64 .68 .84 .91 .78 .73
Privacy-enhanced + FT Supervised risk .79 .81 .89 .99 .89 .84
Privacy-enhanced + FT Supervised risk + Web query risk .64 .69 .94 .99 .93 .76
Privacy-enhanced + FT All three risk measures .54 .58 .97 .99 .95 .69

Table 3: Evaluation results on the test portion of the TAB corpus.
• “Privacy-enhanced”: privacy-enhanced entity recognizer from Section 3.1
• ‘Privacy-enhanced + FT”: same model after fine-tuning on the semantic labels from the TAB training set.
• “BERT-based risk”: masking strategy in which text spans indicated as risky by the BERT-based risk measures

(Section 3.2.1), using the optimization algorithm from Section 3.3 to make the final decisions.
• “Web based risk”: similar strategy, this time using the results from emulated web queries as risk measures.
• “Mask most specific”: mask the entities of type CODE, PERSON, DATETIME, LOC or QUANTITY.
• “Supervised risk” refers to the risk measure based on a neural model estimated from the masking decisions of

human experts in the training set of the TAB corpus.

P=Precision, WP=Weighted precision, as defined in (Pilán et al., 2022), Rall=Recall for all identifiers, Rdirect

= Recall for direct identifiers, Rquasi = Recall for quasi identifiers (as annotated in the TAB corpus), and F1 =
harmonic mean of precision and recall on all identifiers. The best results are highlighted in bold.

• 25 April, 24 May, 16 June, 6 July and again
on 27 July 1994 [MASK] - 25 April [MASK] 24
May [MASK] 16 June [MASK] 6 July [MASK]
27 July 1994 [MASK]

The task of text sanitization can have many dif-
ferent but correct masking solutions, as long as
the identity of the individual is protected. Evaluat-
ing against one gold standard is very useful since
we can judge the extend of the usefullness of the
approaches we propose. However, it also means
that the evaluation is limited by the (sometimes
subjective) decisions made by the annotators.

5 Conclusion

This paper presented a novel approach to auto-
mated text sanitization. The approach relies on
the detection of different types of PII as well as
empirical measures of re-identification risk based
on language models, web queries, and (when avail-
able) manually labelled data. Such an approach
makes it possible to derive explicit estimates of the
privacy risk associated with a given masked doc-
ument. Those estimates can be employed to find
the most appropriate trade-off between data utility

and privacy protection, depending on the particular
requirements of the application.

The approach is evaluated on the newly re-
leased Text Anonymization Benchmark (Pilán
et al., 2022). The evaluation results demonstrate
the potential of the approach – both in the presence
and absence of manually labelled data –, but also
highlight the difficulty of the task.

Future work will focus on refining the privacy-
enhanced entity recognizer, to improve the detec-
tion of MISC entities. We also aim to investigate
more flexible masking strategies, such as the re-
placement of detected entities by more general text
spans (such as [Orléans] being replaced by [city
in France]), instead of merely hiding the entities
from the text. Finally, we wish to explore evalua-
tion measures that do not rely on manually labelled
data, as text sanitization is a task that may admit
several, equally valid solutions (Lison et al., 2021).
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A Appendix

Privacy-enhanced entity recognizer
Table 4 details the parameters used to train the
privacy-enhanced entity recognizer described in
Section 3.

Parameter

Optimizer AdamW
Learning rate 2e-5
Loss function CrossEntropy
Inference layer Linear
Epochs 3
Full fine-tuning yes
GPU yes
Early stopping yes

Table 4: Training Parameters for the RoBERTa model

BERT-based privacy risk
Figure 3 shows an example of a precision-recall
curve used to determining thresholds for the BERT-
based privacy risk measure. We calculated a gen-
eral precision and recall score for different thresh-
olds and chose one that shows a good balance be-
tween privacy risk and data utility. Stricter thresh-
olds favor recall but result in a low precision score,
while more lenient thresholds showed a drop in
recall but better precision score.

Neural model emulating web queries
The architecture described in Section 3.2.2 is pre-
sented below in Figure 4.

Example of masking decisions
We also present in Figure 5 an example of different
masking decisions (see for a text from the TAB test
dataset, as mentioned in Section 4.2.

Figure 3: Precision-Recall curve for determining appropriate thresholds
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Figure 4: Architecture of the web query model

The case originated in an application (no. 27961/02) against the United Kingdom of Great  Britain and Northern Ireland lodged with the Court  
 
under Article 34 of the Convention for the Protection of Human Rights and Fundamental Freedoms (“the Convention”) by a British  
 
national, Mr Tony Booth (“the applicant”), on 25 October 2001. The applicant was represented by Royds Rdw, solicitors in London. The United  
 
Kingdom  Government (“the Government”) were represented by their Agent, Mr C. Whomersley of the Foreign and Commonwealth Office,  
 
London. The applicant complained under Articles 8 and 14 of the Convention and Article 1 of  Protocol No. 1 that, because he was a man, he  
  
was denied social security benefits equivalent to those received by widows. On 17 November 2005 the Court decided to communicate the  
 
complaints concerning widows’ benefits.  
 
The applicant was born in 1944 and lives in Sussex. His wife died on 29 October 2000. They had no children from the marriage. His claim for  
 
widows’ benefits was made on 2 January 2001 and was rejected on 31 May 2001 on the ground that he was not entitled to widows’ benefits  
 
because he was not a woman. The applicant did not appeal as he considered or was advised that such a remedy would be  bound to fail since  
 
no such social security benefits were payable to widowers under United  Kingdom law.  

Figure 5: Example of masking decisions on the excerpt of an ECHR court case. The blue line denotes masking
decisions made by a human annotator. The grey line corresponds to text spans to be masked after being detected
by the privacy enhanced entity-recognizer and passed through the two privacy risk measures. Finally, the orange
line shows spans to be masked after detection by the fine-tuned entity-recogniser (fine-tuned on the TAB training
dataset) and the three risk assessments mentioned in Table 3.
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